Abstract—Shrinking gate length in conventional MOSFETs leads to increasing short channel effects like source-to-drain (SD) tunneling. Compact modeling designers are challenged to model these quantum mechanical effects. The complexity lies in the set-up between time efficiency, physical model relation and analytical equations. Multi-scale simulation bridges the gap between compact models, its fast and efficient calculation of the device terminal voltages, and numerical device models which consider the effects of nanoscale devices. These numerical models iterate between Poisson- and Schroedinger equation which significantly slows down the simulation performance. The physics-based consideration of quantum effects like the SD tunneling makes the non-equilibrium Green’s function (NEGF) to a state-of-the-art method for the simulation of devices in the sub 10 nm region.

This work introduces a semi-analytical NEGF model for ultra-short DG MOSFETs. Applying the closed-form potential solution of a classical compact model, the model turns the NEGF from an iterative numerical solution into a straightforward calculation. The applied mathematical approximations speed up the calculation time of the 1D NEGF. The model results for the ballistic channel current in DG-MOSFETs are compared with numerical NanoMOS TCAD [1] simulation data. Shown is the accurate potential calculation as well as the good agreement of the current characteristic for temperatures down to 75 K for channel lengths from 6 nm to 20 nm and channel thickness from 1.5 nm to 3 nm.

Index Terms—Ultra-Short Double-Gate (DG) MOSFET, Non Equilibrium Green’s Function (NEGF), Ballistic Transport, Source-to-Drain (SD) Tunneling, Ultra-Thin Body (UTB), Compact Model, Multiscale Simulation.

I. INTRODUCTION

NOWADAYS, the MOSFET is the most technologically advanced device of the transistor variety. During its scaling process, the investigated channel length gets down below 10 nm. Due to the source-to-drain (SD) tunneling effects, this characteristic length is physically limited (see Fig.1) [2], [3], [4]. Overcoming this geometry milestone of 10 nm is always resulting in a significant increase of the device’s OFF-current, hence reducing the on/off ratio and a degradation of the subthreshold slope (S). Based on the non-equilibrium Green’s function (NEGF) formalism introduced by Keldysh, Kadanoff and Baym, the quantum mechanical and SD tunneling effects are inherently considered [2], [3], [4], [5]. Therefore, the formalism has become one of the most promising current calculation methods for TCAD simulations [1], [6], [7], [8]. In order to transfer these mathematics from numerical device simulations to numerically efficient compact transistor models for circuit simulation, a reduction from many numeric steps to a few calculations is necessary (see Fig. 2). This work is based on the DG MOSFET shown in Figure 3. Its source and drain regions are highly n-doped and the channel stays intrinsic, whereby an ideal doping profile is assumed. For an increased influence on the channel region, the gate dielectric consists of a high-$\kappa$ oxide material with the dielectric constant $\epsilon_{\text{ox}} = 25 \cdot \epsilon_0$. For a channel thickness down to $t_{\text{ch}} = 1.5\text{ nm}$ and a channel length down to $l_{\text{ch}} = 6\text{ nm}$ a fully ballistic current transport in the channel is assumed.

First results have been presented in [9], in this paper the approach is more detailed and less fitting parameters are used.
charges are estimated in a closed-form approach obtained from [11]. The inversion charge is \(Q'_{i,s}\) calculated by:

\[
Q'_{i,s} = 2\alpha C'_{ox} V_{th} \times \mathcal{L} \left\{ \frac{Q'_{i,0}}{2\alpha C'_{ox} V_{th}} \times \exp \left( \frac{2C'_{ox}(V_{gs} - V_0) + Q'_{i,0}}{2\alpha C'_{ox} V_{th}} \right) \right\}.
\]

Here, \(Q'_{i,0}\) is the mobile electron charge at an arbitrary gate bias \(V_{gs} = V_0\), which in this model is set to the flatband voltage, \(V_0 = V_{fb}\):

\[
Q'_{i,0} = q \cdot n_i \cdot t_{ch}.
\]

\(V_{th}\) is the thermal voltage, \(C'_{ox}\) the capacitance per gate area, and \(\mathcal{L}\) is the first branch of Lambert’s \(W\)-function. The subthreshold slope degradation is calculated by the parameter \(\alpha\), which would be 1 for an ideal subthreshold slope of \(60 \text{mV/dec}\). The effect of the mobile charges on the potential is largest at the barrier, whereas it becomes negligible for increasing distance along the x-axis. Therefore, the resulting inversion layer \(Q'_{i,s}\) of the channels surface is calculated by assuming a constant charge density along the channel. Especially for pure ballistic transport, this assumption fits well, because the mobile charges are not able to change their energy level. This behavior leads to a constant current in x-direction at each energy level. Hence, the inversion charge shields a part of the gate voltage, whereas only a reduced gate voltage influences the channel region:

\[
V'_g = V_g - \left( \frac{Q'_{i,s}}{2 \cdot C'_{ox}} \right).
\]

This method leads to an almost constant barrier height in the above threshold region. In the following potential equation, this reduced gate bias \(V'_g\) is used as a boundary condition along the gate electrode as well for the calculation of the long channel surface potential in Eq. (7).

**Boundary conditions**

The potential within the channel is calculated by the surrounding boundary conditions shown in Fig. 4. The applied boundary conditions are the gate potential Eq. (4) and the effective built-in potential Eq. (5) which describes the potential at the source and drain to channel junctions.

In the following equations the calculation of the effective built-in potential is introduced:

\[
\Phi_{bi,eff,s/d} = \Phi_{bi,s/d} \pm \Delta \Phi_{bi,s/d},
\]

with the built-in potential in source and drain region \(\Phi_{bi,s/d}\). Whereby \(\Delta \Phi_{bi,s/d}\) is calculated by [10]:

\[
\Delta \Phi_{bi,s/d} = \Phi_{bi,s/d} + V_{s/d} - \Phi_{sp} + \lambda^2 \cdot \frac{q}{\epsilon_{ox}} \cdot N_D \times \left[ 1 - \sqrt{1 + \frac{2(\Phi_{bi,s/d} + V_{s/d} - \Phi_{sp})}{\lambda^2 \cdot \frac{q}{\epsilon_{ox}} \cdot N_D}} \right],
\]

Fig. 2(a)) use classical transport equations. These transport equations are only able to calculate the tunneling current by introducing approximations or using empirical equations. On the other hand, the NEGF calculates the thermionic emission current and the tunneling current based on physical equations. Coupling the NEGF with Poisson’s equation leads to self-consistent results but increase the simulation time (see Fig. 2(b)). For the semi-analytical model, the time consuming iterative coupling of Poisson’s equation with the NEGF solver is omitted. As depicted in Fig. 2(c), the approach consists of three main parts which distinguish this model from other models. In the first part of the semi-analytical model, the accurate calculation of the device potential is done. In a first step, the focus is on the subthreshold region of the device. Therefore, the mobile charges can be neglected in the solution of Poisson’s equation. The effect of mobile charges on the device electrostatics need to be incorporated in a further step. Based on the accurate potential calculation the conduction band structure is calculated for certain geometry- and material variations. The band structure together with the effective mass Hamiltonian are important input parameters to formulate the Green’s function. Together with the Fermi level of each contact, the electron density and hence the current density for a specific energy level is calculated.

The fast and efficient drain current calculation is done by an interpolation between some specific and significant energy levels. The accuracy of this not self-consistent model is validated by comparing with self-consistent numerical device simulations in section IV.

**A. Electrostatics**

The closed-form potential solution is based on an analytical model for Double-Gate Tunnel-FETs published in [10]. Aiming for a precise potential of the device, the Poisson equation needs to be solved. Because solving the Laplace equation is much more convenient for compact models and almost accurate in subthreshold region, the mobile charges are neglected in a first step:

\[
\Delta \Phi_{2D} = -\frac{\rho}{\epsilon} \Rightarrow \Delta \Phi_{2D} \approx 0.
\]

**Mobile Charges**

So far, the Laplace solution is only accurate in the subthreshold region. In order to take respect to the mobile charges, these

\[
\Phi_{bi,s/d} = \Phi_{bi,s/d} + V_{s/d} - \Phi_{sp} + \lambda^2 \cdot \frac{q}{\epsilon_{ox}} \cdot N_D \times \left[ 1 - \sqrt{1 + \frac{2(\Phi_{bi,s/d} + V_{s/d} - \Phi_{sp})}{\lambda^2 \cdot \frac{q}{\epsilon_{ox}} \cdot N_D}} \right],
\]

Figure 3. Geometry of a DG MOSFET showing the doping profiles, structural parameters and the 1D current density at specific y-positions: \(J_s\) at the surface and \(J_c\) at the center.
with the donor doping concentration \(N_D\), silicon permittivity \(\epsilon_s\), drain and source potential \(V_{s/d}\), screening length \(\lambda\). The long channel surface potential \(\Phi_{sp}\) is the potential at the channel to oxide junction:

\[
\Phi_{sp} = V_g - V_{fb}.
\]

Whereby the flatband voltage \(V_{fb}\) is adopted to the TCAD results.

**Strategy of Decomposing**

The first component consists of a closed-form solution of the 2D Laplace equation in the 4-corner channel region. As shown in Fig. 4(a) the potential at the junctions consists of a mixture of constant and parabolic shaped potentials.

Decomposing this four corner structure of the channel into two separate two-corner structures, source related case of the channel and drain related case of the channel, leads to a much simpler calculation of the electrostatic channel potential.

In a next step, the mixed boundary conditions are separated into both cases, the case of constant boundary conditions (see Fig. 4(b), 4(d)) and the parabolic shaped (see Fig. 4(c), 4(e)). Finally, the decomposing leads to four separate two-corner structures.

**Conformal Mapping**

The conformal mapping technique, or more specifically the Schwarz-Christoffel transformation is applied to map the device and its boundary conditions depending on \(x\) and \(y\) into the upper half of a complex \(w\)-plane depending on \(u\) and \(v\) [12]:

\[
w = u + jv = \cosh \left( \frac{\pi (x + jy)}{\Delta y} \right).
\]

**Laplace Equation**

The Laplace equation within the mapped \(w\)-plane is given by [13]:

\[
\varphi(u, v) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{v}{(u - \bar{u})^2 + v^2} \cdot \varphi(\bar{u}) \cdot d\bar{u},
\]

with \(\varphi(\bar{u})\) as the mapped boundary conditions along the device geometry. In a further step, source and drain potential extensions are calculated and connected with the channel potential. At the end a set of closed-form analytical equations for the potential in the device cross-section is obtained [10].

**B. Link Between Electrostatics and NEGF**

Because the NEGF is a very time consuming calculation method and each dimension dramatically increases the calculation effort, a one dimensional NEGF is implemented. Therefore, one dimensional slices of the conduction band in \(x\)-direction \(E_c(x)\) need to be extracted out of the 2D potential solution (Fig. 1). Within the NEGF, each slice of the conduction band is treated to be independent. Using more slices, produces higher accuracy for the 2D device behavior, on the other hand using less slices gives higher speed. In this case, there are only two slices extracted out of the 2D profile. One at the channel surface \(E_{c,s}(x)\) and the other at the channel center \(E_{c,c}(x)\) (see Fig. 6a). Applying the 1D NEGF, \(E_{c,s}(x)\) leads to \(J_s\) and \(E_{c,c}(x)\) leads to \(J_c\), respectively (see Fig. 3).

**C. Quantum Confinement**

Quantum confinement is an quantum mechanical effect which influences heavily the behavior of transistors. It plays an important role for ultra-thin transistors with a channel thickness below 4 nm. This effect is mainly implemented in compact models by an adoption of the threshold voltage [14] as well as the flatband voltage [15]. Common NEGF based TCAD simulators considers this 2 dimensional effect by solving Schroedinger’s equation in the confinement direction. The 1D model needs to do it in a compact way and includes this quantum effect by an addition of the energy \(\Delta E\) to the physical value of the flatband voltage:

\[
V_{fb} = V_{fb,phy} + \Delta E.
\]

This energy change caused by the confinement within the channel caused by the small channel thickness \(t_{ch}\) is given by [11]:

\[
\Delta E = \frac{\hbar^2 \pi^2}{2m_e \ell_{ch}^2}.
\]

**D. Current Calculation**

Supriyo Datta presented in [5] and [16] a self-consistent 1D NEGF method for considering quantum current transport in highly doped resistors. Turning this method into a straightforward calculation makes the algorithm much faster and also suitable for this compact transistor model. A fundamental description of the Green’s function is given by [17], [18], [19]. The movement of the electrons within the parabolic conduction
band of the semiconductor is described by the effective mass
Hamiltonian \( H = - (\hbar^2/2m) \nabla^2 \). The longitudinal part of the
Hamiltonian is given by:

\[
H_L = E_c - \frac{\hbar^2 d^2}{2m d^2} + U(x), \tag{12}
\]

with \( E_c \) as the physical conduction band energy of doped silicon. The 1D energy profile of the conduction band, calculated by the potential solution from Section II-B at the discrete positions inside the device, is used as \( U(x) \) in Eq. (12). Applying for the longitudinal Hamiltonian, a discrete lattice in real space results in the Hamiltonian matrix \( H_L \). The finite difference method is used to approximate the second order derivative of Eq. (12) in Matrix form:

\[
H_L = \begin{bmatrix}
E_c + 2t + U(1) & -t & \cdots & 0 \\
-t & E_c + 2t + U(2) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & E_c + 2t + U(N)
\end{bmatrix} \tag{13}
\]

with the Hamiltonian \( t = \hbar^2/2ma^2 \) and \( a \) as the grid size. The self-energy functions \( \Sigma_1 \) and \( \Sigma_2 \) describe the connection of the device to the semi infinite contacts, using open boundary conditions. Both functions treat the device to just have outgoing waves at the ends, \( \Sigma_{1,2} \) depend on the energy and are not hermitian, like the Hamiltonian matrix. The self-energy terms change the Hamiltonian from \( H_L \) to \( \tilde{H}_L \), which have an effect on their energies and eigenstates. Secondly, the self-energy terms add an imaginary energy part to the broadening functions \( [\Gamma_1] \) and \( [\Gamma_2] \):

\[
\Sigma_1 = \begin{bmatrix}
-t \exp(ik_1a) & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{bmatrix}, \tag{14}
\]

where \( (k_1a) \) is calculated with the help of the following equation:

\[
E = E_c + U(1) + 2t(1 - \cos(k_1a)), \tag{15}
\]

whereby \( E \) is the considered energy level. The \( \Gamma_{1,2} \) functions broaden the energy level due to the connections of the device with the leads. An electron initially placed in that state will escape into the left and right leads with the time constant \( \hbar/\gamma \). Whereby \( \gamma \) denotes one element of the \( \Gamma_{1,2} \) matrix:

\[
\Gamma_1 = i \begin{bmatrix}
\Sigma_1 - \Sigma_1^* \\
\Sigma_2 - \Sigma_2^*
\end{bmatrix}, \quad \Gamma_2 = i \begin{bmatrix}
\Sigma_2 - \Sigma_2^* \\
\Sigma_1 - \Sigma_1^*
\end{bmatrix}. \tag{16}
\]

The energy level is broaden from a delta-function \( \delta(E - \epsilon) \) into a line of a shape that does not have to be Lorentzian. The retarded Green’s function \( [G] \) represents the device’s system response to an input stimulus. It consists of a matrix subtraction of the considered energy level \( E \), the Hamiltonian matrix \( [H_L] \) and the self-energy functions of each contact \( [\Sigma_1] \) and \( [\Sigma_2] \):

\[
G(E) = [EI - H_L - \Sigma_1 - \Sigma_2]^{-1}, \tag{17}
\]

whereby \( I \) constitutes the identity matrix. Due to the discrete lattice with about 100 \( \times \) 100 matrices, the inversion of the matrix is a time consuming part of the model. In the next step, the formalism separates the spectral function \( [A] \) into the source \( [A_1] \) and the drain \( [A_2] \) spectral function. Both are formulated out of the Green’s function multiplying with the \( \Gamma \) of each contact:

\[
A_1 = G\Gamma_1G^+, \quad A_2 = G\Gamma_2G^+. \tag{18}
\]

Filling up the spectral function \( [A] \), which could also be seen as the available density of states, according to the Fermi function of each contact \( F_1 \) and \( F_2 \), leads to the electron density matrix \( [\tilde{\rho}(E)] \) of a considered energy level \( E \):

\[
[\tilde{\rho}(E)] = \frac{F_1[A_1(E)] + F_2[A_2(E)]}{2\pi}. \tag{19}
\]

Regarding to the high doping of the source and drain regions, the semiconductor is degenerated and the Boltzmann statistics needs to be replaced by the Fermi distribution. The Fermi function is calculated for a 2D device structure described by the \( F_0 \) distribution [20]:

\[
n = N_c \cdot F_0(\eta) \tag{20}
\]

\[
F_0(\eta) = \int_0^\infty \frac{\xi^0}{1 + e^{\xi - \eta}} d\xi, \tag{21}
\]

\[
\eta = \frac{E_f - E_c}{k_B \cdot T}, \tag{22}
\]

where \( N_c \) is the effective density-of-states, and \( E_f \) the Fermi level which is adjusted to achieve a good current characteristic according to the ultra-thin channel thickness.

To calculate the current density in x-direction, the current operator \((-i\hbar mL)\delta/\delta x\) is presented in matrix form using the finite difference representation as:

\[
[J_{op}] = \begin{bmatrix}
0 & -j & 0 & \cdots & 0 \\
+j & 0 & -j & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & -j & 0
\end{bmatrix}, \tag{23}
\]

with \( N \) being the number of points on the lattice. The matrix multiplication of the density matrix \( \tilde{\rho}(E) \) and the current operator \([J_{op}] \) leads to the current density \( \tilde{J}(E,y,z) \) at the considered energy level \( E \):

\[
\tilde{J}(E,y,z) = -q \cdot \text{Trace}(\tilde{\rho}(E) [J_{op}]). \tag{24}
\]

To get the total current density, equation (24) must be integrated over energy, which is computationally extensive, because all associated density matrices are needed:

\[
J(y,z) = \int \tilde{J}(E,y,z) dE. \tag{25}
\]

Furthermore, the total current density must also be integrated over the channel cross section to describe the two dimensional device behavior.
III. APPROXIMATIONS FOR INCREASED NUMERICAL EFFICIENCY

The calculation time of the model depends in a large part on the integration over energy for all current densities (Fig. 5). An reduction from hundreds to few calculations speeds up the total calculation time of the model by almost the same factor. Also the description of the multidimensional device behavior slows down the simulation speed.

A. Energy Dependent Approximation

In order to do so without losing much accuracy, the current density is only calculated at some distinctive energy levels, which represent significant points (see Fig. 5). In this case, the current density for the associated energy levels is approximated with \( i = 4 \) parabolic functions which are built out of \( j = 9 \) significant points. As it is shown in Fig. 5, the current density per energy in log-scale is almost parabolic or linear shaped. The interpolation parameters \( a, b, c \) of the quadratic functions in Eq. (26) are calculated using the log-scaled values of the calculated current density \( \log_{10}(J(E, y, z)) \). In the next step, each parabolic function to the power of 10 is built matching three of the 9 significant points. In the last step, the current density integration for the parabolic functions is done by:

\[
J_i(y, z) = \int_{E_j}^{E_{i+2}} (10^{a_i \cdot E^2 + b_i \cdot E + c_i}) \, dE. \tag{26}
\]

Summing up all four parts of the current density leads to the total 1D current density for all associated energies at one specific \( y, z \)-position in the channel cross section:

\[
J(y, z) = \sum_{i=1}^{4} J_i(y, z). \tag{27}
\]

To describe the behavior of the current density depending on energy in a good manner, the significant points have to be chosen carefully. The first distinctive point is located at the energy level of the source conduction band \( E_c \). At this energy level the current from source to drain starts to flow. A further sampling point is located at the Fermi level \( E_{f1} \). The next sampling point equals the height of the energy barrier \( E_b \) (see Fig. 5). In most cases the biggest current density is located at this energy level. For energies above the energy barrier, the current density decreases. To approximate this trend of the thermionic emission current at the top of the energy barrier, the current density is calculated at 3 additional energies above the barrier. To account for the SD tunneling current the other 4 sampling points are distributed between the source energy \( E_{f1} \) and the energy barrier \( E_b \).

B. Geometry Dependent Approximation

Considering plenty of 1D current densities to describe the 3D device increases the calculation effort. The number of 1D current density calculations needs to be a minimum.

Therefore, the current density \( J(y, z) \) is calculated for only two slices, surface (current density \( J_s \)), and the other at the channel center (current density \( J_c \)) (see Fig 3). A closed-form integration using a parabolic function between both positions approximates the half of the device current \( I_d \). Due to the symmetry of the device the drain current can be calculated by a multiplication with 2 and the device width \( W \):

\[
I_d = 2W \cdot \int_{0}^{\frac{l_{ch}}{2}} (a \cdot y^2 + b \cdot y + c) \, dy. \tag{28}
\]
IV. MODEL VERIFICATION

The applied device parameters for the simulations are: $l_{sd} = 10 \text{ nm}$, $t_{ox} = 1 \text{ nm}$, $N_{sd} = 2 \cdot 10^{20} \text{ cm}^{-3}$, $\epsilon_{ox} = 25 \cdot \epsilon_0$, effective mass of carriers $m = 0.19 \cdot m_0$, the Fermi level $E_{f1,f2}$ as well as the effective density-of-states $N_c$ is fitted for each channel thickness. The channel length and the channel thickness are individual for each simulation result and are mentioned in each figure. The accurate potential calculation of 6 nm channel length device is shown in Fig. 6(a). Especially for the tunneling current, the barrier length is very important. Fig. 6(b) illustrates the electron density for the associated energies in one 1D slice calculated by the model, which clearly shows interference in the band structure. Also it can be seen that the electron density within the energy barrier does not equals zero and hence shows SD tunneling.

The transfer characteristic of the 6, 8, 10, 20 nm channel length device for a channel thickness of $t_{ch} = 2 \text{ nm}$ is shown in Fig. 7(a). The figure highlights the SD tunneling effect, because the subthreshold slope gets worse for the device with a 6 nm channel length. The thermionic emission current is almost the same for a channel length of 10 nm and 20 nm through the ballistic current calculation. The strong influence of the small channel thickness on the threshold voltage can be seen in Fig. 7(b). The threshold voltage of the device is shifted because of the quantum confinement effect. The currents are shown for the 6 nm channel length device and for both channel thicknesses $t_{ch} = 1.5, 2 \text{ nm}$. The same influence is shown in Fig. 7(c), where the channel thickness is varied $t_{ch} = 1.5, 2, 3 \text{ nm}$ by a channel length of $l_{ch} = 10 \text{ nm}$. Additionally, the slope of the 10 nm channel length devices is close to the ideal subthreshold slope of $60 \frac{mV}{\text{dec}}$ caused by the good electrostatic control and less SD tunneling.

To highlight the SD-tunneling effects, the currents at a temperature of 300 K are compared to the currents at 75 K (see Fig. 8). For 75 K the thermionic current is repressed and the total current is dominated by the SD tunneling. Figure 8 also indicates the ideal slope of 15 mV/dec, which could be achieved at 75 K when only thermionic emission current occurs. Whereas, the simulation indicates a much worse slope, which is a result of the additional SD tunneling. The difference between 75 K and 300 K of the 6 nm device is small because the SD tunneling dominates in both cases. For the 10 nm device, the difference is increased, in consequence of less tunneling current.

The associated output characteristic at T=300 K for the 6 nm and 10 nm channel length device is given in Figure 9(a) and 9(b), respectively. The output as well as the transfer characteristics of the semi-analytical NEGF model stay in good agreement to the TCAD data.

V. CONCLUSION

In this work an semi-analytical approach for the calculation of the ballistic current in DG MOSFETs has been introduced. The model is based on a combination of a 2D analytical closed-form potential model and a compact non-numeric NEGF formalism. The model implementation is done in MATLAB and shows a good agreement with the TCAD simulation data for transistors with ultra-short channel lengths down to 6 nm and an ultra-thin body of 1.5 nm to 3 nm. The SD-tunneling is calculated in a good way and highlighted at low temperatures where the thermionic emission current is repressed. The model correctly predicts this effect, because it inherently includes thermionic emission and SD tunneling. A variation of channel length and thickness confirms a good scalability of the modeling approach. The analytic current calculation of the 3D device using 1D current densities at a few distinctive energies leads to a notable drop in calculation time. Applying a standard laptop computer for the calculation of the transfer characteristic shown in Fig. 7(a) which consists of 70 bias steps is done in less than 10 s.
Figure 7. Ballistic drain current per gate width of the transfer characteristic for a drain voltage of $V_{ds} = 0.05 \text{ V}$ at $T = 300 \text{ K}$.

(a) Device with a channel thickness of $l_{ch} = 2 \text{ nm}$.

(b) Device with a channel length of $l_{ch} = 6 \text{ nm}$.

(c) Device with a channel length of $l_{ch} = 10 \text{ nm}$.

Figure 8. Ballistic drain current characteristic for channel geometry of $l_{ch} = 6$, $10 \text{ nm}$, $t_{ch} = 2 \text{ nm}$ and a drain bias of $V_{ds} = 0.05 \text{ V}$ at $T = 75 \text{ K}$ (dashed lines) and at $300 \text{ K}$ (solid lines). The triangle, showing a slope of $15 (60) \text{ mV/dec}$ denotes the ideal slope which could be reached for a pure thermionic emission current at $T = 75 (300) \text{ K}$.

(a) Device with a channel length of $l_{ch} = 6 \text{ nm}$.

(b) Device with a channel length of $l_{ch} = 10 \text{ nm}$.

Figure 9. Ballistic output current characteristic of the DG MOSFET, for a channel geometry of $t_{ch} = 2 \text{ nm}$ at $T = 300 \text{ K}$.

(a) Device with a channel length of $l_{ch} = 6 \text{ nm}$.

(b) Device with a channel length of $l_{ch} = 10 \text{ nm}$.
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